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Abstract. For Ω a sufficiently smooth unbounded domain in Rn we develop

a decomposition result for the Sobolev space W pl−1
C̀ 0,n

(Ω). We also use modified

Cauchy-Green type kernels to construct Clifford analytic-complete function

systems in the generalized Bergman space Bp,l
C̀ 0,n

(Ω) := kerDl(Ω)∩W p,l−1
C̀ 0,n

(Ω),

where Dl is the l-th iterate of the Dirac operator, l is a positive integer less
than n and n/(n − l + 1) < p < ∞. The modified Cauchy-Green kernels
ensure that p lies in this range. Without the modification of the kernels one
is restricted to a smaller range. These functions are used to approximate
solutions of the equation 4ku = 0 with some boundary conditions and with
2k < n. Some similar results are presented for sufficiently smooth unbounded
domains lying in hyperbolas.
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1. Introduction

This paper is a continuation of [10] and builds on results developed in [3, 4, 5,
6, 7, 9, 11, 12, 13, 16, 17, 18]. See also [1, 21].

Boundary value problems of linear and non-linear partial differential equations
have long been solved by analytic and approximation techniques. Clifford analy-
sis techniques in solving boundary value problems have been used increasingly by
a number of authors. See for instance the papers cited in the previous paragraph.
In this paper Clifford analytic complete systems of functions are constructed in
the function space Bp,l

C̀ 0,n
(Ω), where Bp,l

C̀ 0,n
(Ω) is the generalized Bergman p-space

defined in terms of the l-th power of a Dirac operator D and Ω is an unbounded
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domain in Rn. To achieve this we also present a direct decomposition of the
Sobolev space W p,l−1

C̀ 0,n
space as

W p,l−1
C̀ 0,n

(Ω) = Bp,l
C̀ 0,n

(Ω)⊕Dl(W 0,p,2l−1
C̀ 0,n

(Ω)),

where ⊕ is a direct sum l < n and n/(n − l + 1) < p < ∞. When p = 2 and
l = 1 this corresponds to the L2 decomposition for bounded Liapunov domains
described in [6]. We need the condition that l < n as we use modified Cauchy-
Green kernels to obtain our results. These modified kernels possess a cancellation
property provided l < n. This cancellation property is needed in order that our
results hold for the range n/(n − l + 1) < p < ∞. Without the cancellation
property we would be forced to work on a more limited range for p.

We apply our results to solve certain types of boundary value problems including
for the differential equation 4lu = 0 for l < n. We introduce some complete
functions spaces which enable us to approximate solutions to these boundary
value problems provided 2l < n.

In [17, 18], Ryan has also developed function theories for the spherical and hy-
perbolic Dirac operators which enable one to set up different types of boundary
value problems on spheres and hyperbolas. This is done by transferring theo-
ries of Clifford analysis developed over the Euclidean space Rn to spheres and
hyperbolas through Möbius transformations. These diffeomorphisms preserve
monogenicity. In particular these transformations preserve Cauchy’s Theorem
and the Cauchy integral formula. See also Sudbery [19], Bojarski [2] and Peetre
and Qian [14].

As we lack Cauchy-Green type kernels for certain types of Dirac operators in
the setting of the hyperbola we shall restrict attention here to the case l = 1.
In this case though we are able to establish a decomposition of the Lp space
for an unbounded domain in terms of a Bergman space and a Sobolev space for
suitable unbounded domains on the hyperbola. As the Laplacian for the sphere
and hyperbola has two different factorizations in terms of Dirac operators we
are able to establish two different types of decompositions for two different types
of Bergman spaces. For one of these Dirac operators we are able to establish a
complete function system for suitable unbounded domains.

2. Preliminaries

A real 2n-dimensional algebra in which Rn is embedded so that the multiplication
defined there satisfies the relationship: x2 = −‖x‖2 for each x ∈ Rn, is called a
Clifford algebra. We denote it by C̀ 0,n(R). If e1, e2, . . . , en form an orthonormal
basis of Rn, then from the above defining multiplication, we have

eiej + ejei = −2δij
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where δij is the Kroneker delta. A general basis element for this algebra is
ej1 · · · ejr where j1 < · · · < jr and 1 ≤ r ≤ n. When n = 1 the Clifford algebra
is the complex field. The analogue of complex conjugation is the operator

− : C̀ 0,n → C̀ 0,n, −(eA) = (−1)rejr · · · ej1 .

We usually write a for −(a) where a is an arbitrary point in C̀ 0,n.

Every non-zero vector x of Rn is invertible and its inverse is given by

x−1 =
−x

‖x‖2
.

This inverse is called the Kelvin inverse of x.

For every element a ∈ C̀ 0,n(R), we define the Clifford norm of a to be

‖a‖ =
(

∑

aA
2
)1/2

.

In fact the real part, or identity component, of aa is ‖a‖2.

Besides conjugation we shall also need the operator

∼ : C̀ 0,n → C̀ 0,n, ∼ (ej1 · · · ejr) = ejr · · · ej1 .

Again we will write ã for ∼ (a).

Besides the algebra C̀ 0,n, we shall also use the algebra C̀ 1,n which is generated
from the Minkowski-Krain space R1,n. This algebra is generated by the orthonor-
mal basis e1, . . . , en, fn+1 of R

n,1, where fn+1 satisfies the relationships

fn+1
2 = 1, fn+1ej = −ejfn+1 for 1 ≤ j ≤ n.

In this case C̀ 1,n = C̀ 0,n ⊕ C̀ 0,nfn+1. For a and b ∈ C̀ 0,n we define the norm of
c = a+ fn+1b ∈ C̀ 1,n to be (‖a‖2 + ‖b‖2)1/2 and we denote it again by ‖c‖. The
operators − and ∼ readily extend to the algebra C̀ 1,n. See [15] for details. More
details on Clifford algebras can be found in [15] and elsewhere.

Some main function spaces considered in this paper are C̀ 0,n Sobolev-Slobodeckij
spaces.

The following three definitions are standard, see for instance [20]. We include
them for completeness.

Definition 1. Suppose Ω is a domain in Rn. Let φ ∈ C∞C̀ 0,n
(Ω), the space of C̀ 0,n

valued C∞ functions defined on Ω. Then

C0,∞C̀ 0,n
:=
{

f ∈ C∞ : supp f ⊂ Kcompact ⊂ Ω
}

,

where suppφ, the support of φ, is the closure of the set {x ∈ Ω : φ(x) 6= 0}.

Definition 2. A locally integrable C̀ 0,n valued function f defined on Ω has a

locally integrable, weak or distributional derivative of order r, denoted by ∂rf if

there is a locally integrable C̀ 0,n valued function g such that
∫

Ω

f(x)∂‖r‖ φ(x)dxn = (−1)‖r‖
∫

Ω

g(x)φ(x)dxn
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for all φ ∈ C0,∞C̀ 0,n
(Ω), where

∂‖r‖ =
∂r1

∂xr11
· · ·

∂rn

∂xrn
n

with r1 + · · ·+ rn = ‖r‖ ∈ N.

Definition 3. The Sobolev space W p,m
C̀ 0,n

(Ω), for 1 < p <∞, is defined to be the

Banach space
{

f : Ω→ C̀ 0,n : ∂‖r‖f exists and is Lp integrable for 0 ≤ ‖r‖ ≤ m
}

with norm

‖f‖W p,m(Ω) :=





∑

0≤‖r‖≤m

‖∂‖r‖f‖p
p





1/p

.

The space W 0,p,m
C̀ 0,n

(Ω) is the completion of C0,∞C̀ 0,n
(Ω) in the space W p,m

C̀ 0,n
(Ω). This

is the same as the space
{

f ∈W p,m
C̀ 0,n

(Ω) : tr∂ΩD
kf = 0, 0 ≤ k < m

}

.

Remark. The space W p,0
C̀ 0,n

(Ω) coincides with LpC̀ 0,n
(Ω), the space of p inte-

grable C̀ 0,n valued functions on Ω. When s > 0 is not an integer, and 1 < p <∞,
then the function space W p,s

C̀ 0,n
(Ω) is called the Slobodeckij space. For detailed

information on such spaces, see [20]. The Slobedeckij spaces are closely related to
the investigation of boundary values of functions which belong to some Sobolev
spaces which, in our case, are spaces of traces of functions from some Sobolev
spaces. The trace operator is the one which is continuous and has the mapping
property

tr∂Ω : W
p,m
C̀ 0,n

(Ω)→ W
p,m−1/p
C̀ 0,n

(∂Ω)

and coincides with taking a non-tangential boundary limit whenever both are
meaningful. See [20] for more details.

Analogues of these definitions and constructions may readily be developed for
domains lying in hyperbolas.

3. Higher order Dirac operators and some of their

applications

In this section, we study the function theory of the higher order iterate Dl of the
Dirac operator

D = Dx =
n
∑

j=1

ej
∂

∂xj
,
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where l is a positive integer less than n. To start with let Ψz
1(x, y) be the Cauchy

kernel for the Dirac operator over unbounded domains. Then

Ψz
1(x, y) = Dx

1

(2− n)ωn

(

1

‖x− y‖n−2
−

1

‖x− z‖n−2

)

.

Doing this procedure repeatedly, we can get functions Ψz
l (x, y) on Rn\{y, z} such

that
Ψz
l−1(x, y) = DxΨ

z
l (x, y).

These functions are given iteratively by

Ψz
l (x, y) =



















cn,l

(

x− y

‖x− y‖n−l+1
−

x− z

‖x− z‖n−l+1

)

for l odd,

cn,l

(

1

‖x− y‖n−l+1
−

1

‖x− z‖n−l+1

)

for l even and l < n.

The constants cn,l are chosen so that the recurrence relation

DxΨ
z
l (x, y) = Ψz

l−1(x, y)

holds and DlΨz
l (x, y) = 0, for x 6= y.

Definition 4. A function f : Ω ⊂ Rn → C̀ 0,n is called left l monogenic if D
lf = 0

and a function g : Ω ⊂ Rn → C̀ 0,n is called right l monogenic if gDl = 0.

Example. The function Ψz
1(x, y) is both a left and right monogenic function.

Basic properties of l-monogenic functions including Cauchy-Green type integral
formulas and Borel-Pompeiu formulas are developed in [16].

Lemma 1. Assume that ‖x‖ > 2max(‖y‖, ‖z‖). Then
∣

∣

∣

∣

x− y

‖x− y‖n−l+1
−

x− z

‖x− z‖n−l+1

∣

∣

∣

∣

≤
Cn‖y − x‖

‖x‖n−l+1
,

∣

∣

∣

∣

1

‖x− y‖n−l
−

1

‖x− z‖n−l

∣

∣

∣

∣

≤
Cn‖y − z‖

‖x‖n−l+1

for some dimensional constant Cn ∈ R+.

The proof follows standard arguments. See for instance [3] and elsewhere.

From the above lemma, we have the following proposition.

Proposition 1. For a positive integer l, where l < n, the function

Ψz
l (x, y) ∈ L

p
C̀ 0,n

(Ωε)

for n/(n− l+ 1) < p <∞, and Ωε = Ω\B(y, ε), where B(y, ε) is a ball centered

at y with radius ε.

Remark. Working with the unmodified kernel El(x− y) of the iterate D
l of the

Dirac operator has the limitation that over unbounded domains in R3 this kernel
is not L2 bounded on Ωε. Indeed for n = 3 the kernel El(x− y) only belongs to
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LpC̀ 0,n
(Ωε) for p ∈ (3,∞). Furthermore it may easily be determined that in all

dimensions El(x−y) belongs to L
p
C̀ 0,n

(Ωε) for l < n for a more limited choice of p

whenever Ω is unbounded. But since the modified kernel Ψz
l (x, y) ∈ LpC̀ 0,n

(Ωε),

for 3/2 < p < ∞, when n = 3, we can use the modified kernel to overcome this
limitation.

Proposition 2. Let n/(n− l + 1) < p <∞, k ∈ N ∪ {0}, and f ∈ W p,k
C̀ 0,n

(Ω) be

a left l-monogenic function over Ω. Then there exist functions fi ∈ kerD(Ω) ∩

W p,k+1−i
C̀ 0,n

(Ω), i = 1, 2, . . . , l such that

f =
l
∑

i=1

T
?(i−1)
Ω fi,

where T ?i
Ω u is the i-th modified Cauchy-Teodorescu transform

∫

Ω
Ψz
i (x, y)u(y)dy

n.

Proof. The proof follows from the fact that null solutions of the Dirac operator
are monogenic functions and from the fact that the solution of Du = f in Ω is
given by the generalized Teodorescu integral operator u = T ?1

Ω f .

Corollary 1. If f is left monogenic over Ω, then the T ?1
Ω transform of f is

2-monogenic or harmonic over Ω.

Definition 5. The Bergman p, l-space is defined to be kerDl(Ω)∩W p,l−1
C̀ 0,n

(Ω) and

it is denoted by Bp,l
C̀ 0,n

(Ω).

Theorem 1. The space Bp,l
C̀ 0,n

(Ω) is complete.

Proof. Suppose y ∈ Ω and f ∈ Bp,l
C̀ 0,n

. Then from [16] it follows that for each

closed ball B(y, r) ⊂ Ω

f(y) =
1

ωn

∫

∂B(y,r)

l−1
∑

j=1

Ej(x− y)n(x)Dl−jf(x) dσ(x).

It follows that

1

2
rf(y) =

1

ωn

∫

A(y,r,r/2)

l−1
∑

j=1

Ej(x− y)
(x− y)

‖x− y‖
Dl−jf(x) dxn,

where A(y, r, r/2) is the annulus or spherical shell {x ∈ Rn : r/2 < ‖x‖ < r}
and ωn is the surface area of the unit sphere in Rn. The result follows by re-
placing f by a Cauchy sequence {fm}

∞
m=1 in Bp,l

C̀ 0,n
(Ω) and applying Hölder’s

inequality to the right side of the previous expression.

The following result is a decomposition of W p,l−1
C̀ 0,n (Ω) as a sum of two closed

subspaces formed using the iterated Dirac operator Dl.
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Proposition 3. Let n/(n− l+1) < p <∞, and Ω be an unbounded C2 domain
which is also Lipschitz continuous. Then for each l = 1, 2, . . . , n, we have

W p,l−1
C̀ 0,n

(Ω) = Bp,l
C̀ 0,n

(Ω)⊕Dl(W 0,p,2l−1
C̀ 0,n

(Ω)).

The proof follows very similar lines to the proof for the case l = 1 given in [8].
See also [20].

Proof. Let f ∈ Bp,l
C̀ 0,n

(Ω) ∩ Dl(W 0,p,2l−1
C̀ 0,n

(Ω)). Then Dlf = 0 and f = Dlg for

some function g ∈ W 0,p,2l−1
C̀ 0,n

(Ω). But then Dlf = DlDlg = (−1)l 4l g = 0. This

implies that g = 0, as 4 is invertible on W 0,p,k
C̀ 0,n

(Ω) for k ≥ 0. Therefore f = 0.

Now consider a general element f ∈ W p,l−1
C̀ 0,n

(Ω). Then taking h0 = 4−l
0 D

lf ∈

W 0,p,2l−1
C̀ 0,n

(Ω), we have that Dlh0 ∈ Dl(W 0,p,2l−1
C̀ 0,n

(Ω)) and setting g = f − Dlh0
we see Dlg = Dl(f − Dlh0) = 0. So, f = g + Dlh0. The uniqueness of this
decomposition now follows from the argument given in the first paragraph of
this proof. Thus the result follows.

We will also need the following projection operator

Ql : W
p,l−1
C̀ 0,n

(Ω)→ DlW 0,p,2l−1
C̀ 0,n

(Ω).

We conclude this section with some applications to boundary value problems.

Proposition 4. Let 1 < p <∞, k ≥ 2 and f ∈ LpC̀ 0,n
(Ω). Then

u = T ?1
Ω Q1 · · ·T

?1
Ω f

is a solution to the equation Dku = f and tr∂ΩD
ju = 0 for j = 0, . . . , l − 2.

The previous result only makes use of the case l = 1. Consider now the following.

Proposition 5. Let n/(n− l + 1) < p <∞ and f ∈W p,l−1
C̀ 0,n

(Ω). Then

u = T ?l
Ω QlT

?l
Ω f

is a solution to the equation 4lu = f and tr∂Ω u = 0, provided l < n.

The case l = 1 is covered in [7, 8]. As any function g ∈ W
p,3l−1−1/p
C̀ 0,n

(∂Ω) has an

extension h ∈ W p,3l−1
C̀ 0,n

(Ω) then the function u1 = h − T ?l
Ω QlT

?l
Ω4

lh is a solution

to the equation 4lu = 0 and tr∂Ωu1 = g provided 2l < n. Again the special case
l = 1 is covered in [7, 8].

4. C̀ 0,n-complete systems in Bp,l
C̀ 0,n

(Ω)

In this section, we investigate functions dense in the space LpC̀ 0,n
(Ω)∩ kerDl(Ω),

where n/(n − l + 1) < p < ∞. In order to be reasonably self-contained let us
recall (see [6]) some generalizations of concepts known in classical analysis.
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Definition 6. Let V be a normed right-vector space over C̀ 0,n. A system of

points {xm : m ∈ N} ⊂ V is called C̀ 0,n complete system in V , if the points

approximate V finitely. i.e. for each ε > 0, for each x ∈ V , there exists ci ∈ C̀ 0,n,
i = 1, 2, . . . , n0 such that

∥

∥

∥

∥

∥

x−

n0
∑

i=1

xici

∥

∥

∥

∥

∥

X

< ε.

Definition 7. A system of points {xm : m ∈ N} ⊂ V is called closed in V if

every bounded C̀ 0,n-valued right-linear functional F that vanishes on the points

vanishes on the whole space V .

Lemma 2. The system of points {xm : m ∈ N} ⊂ V is closed if and only if it

is C̀ 0,n-complete in V .

Proposition 6. Suppose that n/(n − l + 1) < p < ∞ and Ω is an unbounded

domain in Rn, and Ω has a C2 boundary. Suppose also that X = {xm : m ∈ N}
is a dense set in the complement of Ω, then the double-indexed system of functions

given by

{Ψz
m(xk, x)}

∞,l−1
m=1,k=0

is C̀ 0,n complete in the space Bp,l
C̀ 0,n

(Ω).

Proof. Suppose that F is a bounded linear functional from the dual ofW p,l−1
C̀ 0,n

(Ω),

and is such that F (Ψz
m(xk, x)) = 0 for each xk ∈ X. Then by the Riesz Repre-

sentation Theorem there is a C̀ 0,n valued measure µ with support [µ] lying in Ω
and

F (g) =

∫

[µ]

dµ(x)g(x)

for each g ∈ W p,l−1
C̀ 0,n

(Ω). Suppose now that f ∈ Bp,l
C̀ 0,n

(Ω′) where Ω′ is a domain

which contains the closure of Ω. Moreover Ω′ has an non-empty open subset in
its complement and z lies in this open set. Furthermore ∂Ω′ is C2, and f is left
monogenic in a neighbourhood of the closure of Ω′. Then by the Cauchy-Green
integral formula for unbounded domains

F (f) =

∫

[µ]

dµ(x)
1

ωn

∫

∂Ω′

l−1
∑

m=1

Ψz
m(y, x)n(y)f(y) dσ(y).

As X is a dense subset of the complement of Ω it follows that X ∩∂Ω′ is a dense
subset of ∂Ω′. So in this case F (f) = 0. As Ω′ is arbitrary it may readily be

determined by taking inductive limits that F (f) = 0 for each f ∈ Bp,l
C̀ 0,n

(Ω). This
completes the proof.

When l = 1 we can replace X by a countable dense subset of a hypersurface
lying in the complement of the closure of Ω. See [10] for details.
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Using the comments appearing immediately after Proposition 5 we can apply
Proposition 6 to determine the following result.

Proposition 7. Suppose that Ω is as in Proposition 6, n/(n− l + 1) < p <∞,

and g ∈ W
p,3l−1−1/p
C̀ 0,n

(∂Ω). Given the boundary value problem 4lu = 0, in Ω and

tr∂Ωu = g then provided 2l < n there exist Clifford numbers ci,ni
, i = 1, 2, . . . , nj,

j = 1, 2, . . . , l, such that for each ε > 0 and for the solution u of the boundary

value problem, we have
∥

∥

∥

∥

∥

u−

2l
∑

j=1

nj
∑

i=1

Ψz
i,j−1ci,nj

∥

∥

∥

∥

∥

W p,k+2l
C̀ 0,n

< ε.

5. Clifford analysis over hyperbolas

To begin our work, let us first start with the hyperbolas themselves. The hyper-
bolas Hn can be described as the set

{

x = x1e1 + · · ·+ xnen + xn+1fn+1 ∈ R
1,n : −

n
∑

j=1

xj
2 + xn+1

2 = 1

}

.

The hyperbolas defined above sitting in R1,n can also be viewed as the image of
Rn\Sn−1 under the Cayley transformation

k : Rn\Sn−1 → Hn\{−fn+1} ⊂ R1,n

defined by
k(x) = (−x+ fn+1)(fn+1x+ 1)−1.

This transformation takes the open unit disk Dn onto the component Hn
+, of the

hyperbolas Hn which contains fn+1. It also maps the complement of the closed
unit disc to the component, Hn

−, of Hn that contains −fn+1. Thus Hn = Hn
+∪Hn

−.
A subset ΩH of Hn is called a domain if k−1(ΩH) is a domain in Rn or if the
union of a suitable subset of Sn−1 with k−1(ΩH) is a domain in Rn. See [18] for
more details. So when working on general domains in Hn, the domain may not
have only one connected component, it may have one component in Hn

+ and one
in Hn

−.

More details are given in [18]. In particular the following lemma is proved there.

Lemma 3. Let k be the Cayley transformation defined above. Then

E(u− v) = J̃(k, y)−1E(x− y)J(k, x)−1

where

J(k, x) =
˜(fn+1x+ 1)

‖fn+1x+ 1‖n

and u = k(x), v = k(y).
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Definition 8. A subset ΩH of Hn is called a domain in Hn if there exists a

domain U in Rn such that k(U\Sn−1) = ΩH .

Let ΩH ⊂ Hn be a domain and let f be a left-monogenic and g be a right-
monogenic function in k−1(ΩH) ⊂ Rn. Then

0 =

∫

Σ

f(x)n(x)g(x) dσx =

∫

k(Σ)

f(k−1(y))J̃(k−1, y)n(y)J(k−1, y)g(y) dηy

where y = k(x) and Σ is a Lipschitz surface inside k−1(ΩH) bounding some
domain Ω and n(y) is the unit vector lying in the tangent space THn

k(x) and is

normal to the tangent space Tk−1(Σ)k(x). Furthermore

J(k−1, y) =
˜(fn+1y − 1)

((fn+1y − 1)2)n/2
,

and η is the boundary Lebesgue measure on k(Σ). Using Stokes’ Theorem, the
right hand side of the previous integral equation will be

∫

ΩH

[

(f(k−1(y))J̃(k−1, y)DHn)J(k−1, y)g(k−1(y))

+f(k−1(y))J̃(k−1, y)(DHnJ(k−1, y)g(k−1(y)))
]

dλ

where λ is the Lebesgue measure on Hn. The symbol DHn is then the hyperbolic
Dirac operator which arises from the application of Stokes’ Theorem. Therefore,
for the reason stated in [17, 18], we have that

f(k−1(y))J̃(k−1, y)DHn = 0,

DHnJ(k−1, y)f(k−1(y)) = 0.

Thus we have the following definition.

Definition 9. Let ΩH be a domain in Hn. Then a differentiable C̀ 1,n valued

function f defined on ΩH is said to be hyperbolic left-monogenic if

DHnf = 0

on ΩH and a differentiable C̀ 1,n-valued function g is called hyperbolic right-

monogenic if gDHn = 0

Example. The function

E(x− y) =
1

ωn

x− y

((x− y)2)n/2

is a hyperbolic left monogenic function and a hyperbolic right monogenic func-
tion.

The function
Πw(x, y) = E(x− y)− E(x− w)

is also both left and right hyperbolic monogenic.
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The following result is established in [17].

Theorem 2. A function f is hyperbolic left monogenic in y if and only if

J(k−1, x)f(k−1(x)) is left monogenic in x and g is hyperbolic right monogenic

in y if and only if g(k−1(x))J̃(k−1, x) is right monogenic in x.

The following two results are obtained by adapting arguments given in Rn in
[3, 4] and adapting Lemma 1 to the setting of the hyperbola.

Proposition 8 (Borel-Pompeiu). Let ΩH be an unbounded domain with piece-

wise C1 boundary and g : ΩH → C̀ 1,n is a C1 function with bounded continuous

extension to the boundary and DHng is in LpC̀ 1,n
(ΩH) for some p ∈ (1,∞). Sup-

pose also that ΩH has an open set in the closure of its complement and w belongs

to this open set. Then for every y ∈ ΩH we have

g(y) =

∫

∂ΩH

Πw(x, y)n(x)g(x) dσ(x) +

∫

ΩH

Πw(x, y)DHng(x) dη(x).

Corollary 2 (Cauchy-Integral-Formula). Suppose ΩH is the same as in the pre-

vious proposition. If g is a bounded hyperbolic left-monogenic on ΩH then

g(y) =

∫

∂ΩH

Πw(x, y)n(x)g(x) dη(x).

Definition 10. Let ΩH be a domain in Hn and 1 < p <∞. Then we define the p-
Bergman space of hyperbolic left monogenic functions over ΩH by kerDHn(ΩH)∩
LpC̀ 1,n

(ΩH) and it is denoted by Bp
C̀ 1,n

(ΩH).

By very similar techniques to those used to establish Theorem 1 one can establish
the following result.

Theorem 3. For 1 < p <∞ the space Bp
C̀ 1,n

is complete.

Proposition 9. Suppose ΩH is an unbounded domain in Hn. Then

LpC̀ 1,n
(ΩH) = Bp

C̀ 1,n
(ΩH)⊕ (DHn + x)(W 0,p,1

C̀ 1,n
(ΩH))

where LpC̀ 1,n
(ΩH) is the space of p-integrable functions over ΩH(C̀ 1,n) and the

space W 0,p,1
C̀ 1,n

(ΩH) is the L
p-completion of smooth functions on ΩH with compact

support.

Remark. The second order hyperbolic Dirac operator or hyperbolic Laplacian,

4Hn or D
(2)
Hn , is shown in [11] to be

4Hn
:= (DHn − x)DHn = DHn(DHn + x) for x ∈ Hn.

Proof of Proposition 9. Let f ∈ LpC̀ 1,n
(ΩH) and consider the function

h = 4−1
Hn,0DHnf ∈ W 0,p,1

C̀ 1,n
(ΩH),



226 D. A. Lakew and J. Ryan CMFT

where 4Hn,0 is the restriction of 4Hn to W 0,p,1
C̀ 1,n

(ΩH). Let

g = (DHn + x)h ∈ (DHn + x)(W 0,p,1
C̀ 1,n

(ΩH))

and ψ = f − g. We have ψ ∈ Bp
C̀ 1,n

(ΩH) and so f = ψ + g.

Also, suppose f is in both the two summands, thenDHnf = 0 and f = (DHn+x)g
for some g ∈ W 0,p,1

C̀ 1,n
(ΩH), which implies DHn(DHn + x)g = DHnf = 0. But since

ker4Hn,0 = {0}, we have that f ≡ 0.

This decomposition gives projections

PH : LpC̀ 1,n
(ΩH)→ Bp

C̀ 1,n
(ΩH),

QH : LpC̀ 1,n
(ΩH)→ (DHn + x)(W 0,p,1(ΩH))

with QH = IH − PH , where IH is the identity operator over Hn.

As we also have the factorization

4Hn = (DHn − x)DHn ,

we are also interested in solutions to the equation (DHn − x)f = 0. In [12] it
is shown that the generalized Cauchy kernel for the Dirac operator DHn − x for
bounded domains is the function

Q(x, y) =
x− y

((x− y)2)n/2
+ x

1

((x− y)2)n/2
.

For an unbounded domain ΩH , whose complement contains an open set the kernel
Q(x, y) may be modified to

Θw(x, y) =
1

ωn
(Q(x, y)−Q(x,w)),

where, as before, w lies in the complement of the closure of ΩH .

Definition 11. A differentiable function f : ΩH → C̀ 1,n is called an alternative

left hyperbolic monogenic function if (DHn + x)f(x) = 0 for each x ∈ ΩH .

A similar definition can be given for alternative right hyperbolic monogenic func-
tions.

Arguments similiar to those used to prove Proposition 1 show the following result.

Proposition 10. The kernel Θw(x, y) belongs to LpC̀ 1,n
(ΩH,ε) for n/(n − 1) <

p <∞, where ΩH,ε = ΩH\B(y, ε) and B(y, ε) = {x ∈ Hn : ‖x− y‖ < ε} and ‖x‖
is the norm of x ∈ R1,n when R1,n is identified with Rn+1 in the usual way.

Definition 12. Suppose ΩH is a domain in Hn and n/(n− 1) < p < ∞. Then

the space ker(DHn − x)(ΩH)∩L
p
C̀ 1,n

(ΩH) is defined to be the p-th Bergman space

Cp
C̀ 1,n

(ΩH).
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By similar arguments to those used to establish Proposition 9 we may deduce
the following result.

Proposition 11. Suppose ΩH is a domain in Hn with C2 boundary. Then

LpC̀ 1,n
(ΩH) = Cp

C̀ 1,n
(ΩH)⊕ (DHn − x)W 0,p,1

C̀ 1,n
(ΩH).

The next result gives us the invertibility of the hyperbolic Dirac operator acting
over appropriate function spaces.

Proposition 12. Let ΩH be a C1 domain in Hn, and let f ∈ LpC̀ 1,n
(ΩHn). Then

DHn

∫

ΩH

Πw(u, v)f(u) dλ = f(v)

for each v ∈ ΩH . Thus the transform

T ?
ΩH
f(v) :=

∫

ΩH

Πw(u, v)f(u) dλ

is the right inverse of the hyperbolic Dirac operator DHn.

It would be nice to have an analogue of Proposition 3 in the context of the
hyperbola. To do this one needs to determine an inverse for the operator DHn−x
in a similar context similar to that described in the previous proposition. Such
a kernel has not yet been found.

By the same arguments to those used in [6] to establish a version of Lusin’s
Theorem for left monogenic functions in Euclidean space we can establish the
following version of Lusin’s Theorem for hyperbolic left monogenic functions.

Theorem 4. Suppose that f : ΩH → C̀ 1,n is a hyperbolic left monogenic function
and for some C2 hypersurface Σ ⊂ ΩH the function f vanishes on Σ. Then f ≡ 0.

Using this theorem we can establish an analogue for hyperbolas of a result proved
in [10] on complete function spaces for unbounded domains in Euclidean space.
As the proof follows the same lines to the one given in [10] we shall omit it.

Proposition 13. Let ΩH be a unbounded domain in Hn which satifies the condi-

tions of Proposition 9. Let X = {um : m ∈ N} be a dense subset of some smooth
hypersurface Σ lying in the complement of the closure of ΩH . Suppose further-

more that this hypersurface is homologous within Hn to ∂ΩH . Also suppose w lies

in the complement of the closure of ΩH and w /∈ Σ. Then the function system

{Πw(xm, y) : m ∈ N} is C̀ 1,n-complete in B
p
C̀ 1,n

(ΩH) for 1 < p <∞.

References

1. S. Bernstein, Operator calculus for elliptic boundary value problems in unbounded do-
mains, Z. Anal. Anwend. 10 (1991), 447–460.

2. B. Bojarski, Conformally covariant differential operators, Proc. 20th Iranian Math. Cong.
Tehran, 1989.



228 D. A. Lakew and J. Ryan CMFT

3. E. Franks and J. Ryan, Bounded monogenic functions on unbounded domains, Contemp.
Math. 212 (1998), 71–79.

4. K. Gürlebeck, U. Kähler, J. Ryan, and W. Sprößig, Clifford analysis over unbounded
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